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Module 2.1: Understanding Data-2

1. Mean, Variance and Standard Deviation

2. Bivariate Data and Multivariate Data

3. Multivariate Statistics, 

4. Essential Mathematics for Multivariate Data, 

5. Feature Engineering and Dimensionality Reduction Techniques. 
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2.1.1: Mean, Variance and Standard Deviation

Example Dataset

• Consider the following five numbers representing the scores of five 
students in a test:

• X=[10,20,30,40,50]
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Arithmetic Mean (AM):
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Arithmetic Mean (AM):
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Weighted Mean
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Geometric Mean (GM):
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Harmonic Mean (HM):
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Harmonic Mean (HM):
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Variance (Measure of Spread)
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Covariance (Measure of Relationship)
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Interpreting Covariance
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Difference Between Variance and Covariance
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Bivariate Data

• Bivariate data involves two variables and is used to examine 
relationships between them. 

• The key focus is to see how one variable changes in response to 
another.
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Multivariate Data

• Multivariate data involves more than two variables and is used when 
analyzing multiple factors affecting an outcome.
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2.1.2.1  Bivariate Data Analysis

• Bivariate data involves two variables 
and is used to explore relationships 
between them. 

• The goal is to identify patterns and 
causes of relationships in the data.

• Consider Table , which presents 
temperature data from a shop 
alongside sweater sales figures.

• To understand the relationship 
between temperature and sweater 
sales, graphical visualization is useful. 
One such method is the scatter plot.
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Scatter Plot and Its Importance

A scatter plot visually represents bivariate data by plotting two 
variables on a 2D graph. 

It helps in:

• Identifying trends or patterns.

• Observing relationships between variables.

• Detecting outliers.

• Evaluating the strength, shape, and direction of the relationship
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Figure presents a scatter plot of temperature 
against sweater sales
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The scatter plot illustrates a negative correlation between temperature and sweater 

sales—sales decline as temperature rises.
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Line Chart for Sales Data

• Line graphs are similar to scatter plots 
but connect data points with lines, 
making trends more visible.

• The graph clearly demonstrates the 
downward trend, confirming that 
sweater sales decrease as temperature 
increases.

• By analyzing these graphical 
representations, businesses can make 
data-driven decisions, such as 
adjusting stock based on seasonal 
demand
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Bivariate Statistics

• Covariance and correlation are key concepts in bivariate statistics. 

• Covariance measures the joint variability of two random variables, such as X 
and Y, which are typically represented by capital letters. 

• Covariance, denoted as COV(X,Y), indicates how changes in one variable 
correspond to changes in another.

• Since covariance can take any value, it is often normalized to fall within the 
range of -1 to +1 using the Pearson correlation coefficient.
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Bivariate Statistics
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Example : Finding Covariance
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Example : Finding Covariance
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Correlation

• The Pearson correlation coefficient is a widely used statistical 
measure for determining the relationship between two variables. It 
quantifies the strength and direction of a linear relationship between 
x and y.

• The sign of the correlation coefficient is more significant than its 
actual value, as it indicates the nature of the relationship between the 
variables:
• A positive correlation means that both variables increase together.
• A negative correlation indicates that as one variable increases, the other 

decreases.
• A zero correlation suggests that the two variables are independent of each 

other.
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Correlation
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Example: Finding the Correlation Coefficient
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Example: Finding the Correlation Coefficient
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2.1.3 Multivariate Statistics

• In machine learning, most datasets are multivariable, meaning they 
contain multiple observable variables. These datasets often involve 
thousands of measurements for one or more subjects.

• Multivariate data are similar to bivariate data but may include more 
than two dependent variables. 

• Some common multivariate analyses include:
• Regression analysis

• Principal component analysis (PCA)

• Path analysis
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Regression Analysis

• Regression analysis is a statistical method used to model the 
relationship between a dependent variable and one or more 
independent variables. 

• It helps predict outcomes and determine the influence of predictor 
variables.
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Example of Regression Analysis with Dataset

• Let's consider a simple Linear Regression example where we predict a 
student's exam score based on the number of study hours.
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Types of Regression:

• Linear Regression: Relationship between dependent (Y) and 
independent (X) variables using a straight line (Y = β₀ + β₁X + ε).

• Multiple Regression: Extends linear regression to multiple 
independent variables (Y = β₀ + β₁X₁ + β₂X₂ + … + βnXn + ε).

• Logistic Regression: Used for binary outcomes (e.g., Yes/No, 0/1).

• Polynomial Regression: Models nonlinear relationships using higher-
degree terms.

• Ridge and Lasso Regression: Regularized regression techniques to 
prevent overfitting.
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Applications:

• Predicting sales, stock prices, or medical conditions.

• Analyzing customer behavior.

• Forecasting trends based on past data.
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Principal Component Analysis (PCA)

• PCA is a dimensionality reduction technique that transforms 
correlated variables into a smaller set of uncorrelated variables 
(principal components) while retaining most of the data’s variance.
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Steps in PCA:

1. Standardize the data: Ensure all variables are on the same scale.

2. Compute the covariance matrix: Understand relationships among 
variables.

3. Calculate eigenvalues and eigenvectors: Identify the directions of 
maximum variance.

4. Select principal components: Choose components that explain the 
most variance.

5. Transform the data: Project the original data onto the new principal 
components.
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Applications:

1. Reducing complexity in large datasets (e.g., image processing, 
genetics).

2. Identifying patterns in high-dimensional data.

3. Feature extraction for machine learning models.

Dr.Thyagaraju G S, Professor and HoD, Department of CSE, SDM 
Institute Of Technology,Ujire-574240. Source Book : S. Sridhar, 

M Vijayalakshmi “Machine Learning”. Oxford, 2021



Path Analysis

• Path analysis is an extension of multiple regression that examines 
causal relationships between variables using a path diagram. It helps 
understand direct and indirect effects among variables.

• Causal Relationships: A causal relationship refers to a cause-and-
effect connection between two or more variables, where one variable 
(the cause) directly influences another variable (the effect). In simple 
terms, if changing one variable leads to a change in another, there is a 
causal relationship between them.

• Examples: Smoking causes lung cancer, Higher interest rates reduce 
consumer spending, More study hours lead to better exam 
performance
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Key Components:

• Exogenous Variables: Independent variables with no direct cause in 
the model.

• Endogenous Variables: Dependent variables influenced by other 
variables.

• Path Coefficients: Standardized regression weights indicating 
relationships.

• Direct and Indirect Effects: Effects that occur directly or via other 
variables.
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Applications:

• Social and behavioral sciences (e.g., analyzing factors affecting 
student performance).

• Economics and business research (e.g., studying relationships 
between customer satisfaction and loyalty).

• Biological and medical research (e.g., examining disease risk factors).
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Multivariate Statistics:
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A sample dataset with multivariate data is structured as follows:



Multivariate Statistics:

• The variance of multivariate data forms the covariance matrix, which 
is a key concept in multivariate statistics. The mean vector is also 
known as the centroid, and variance is represented in a dispersion 
matrix.

• Multivariate data involve three or more variables. The purpose of 
multivariate analysis is broad and includes:
• Regression analysis

• Factor analysis

• Multivariate analysis of variance (MANOVA)
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Factor Analysis:

• Factor analysis is a technique used to reduce the complexity of data 
by identifying underlying relationships or factors that explain the 
patterns of correlations among multiple observed variables. 

• The goal is to identify the "latent" variables (unobserved factors) that 
influence the observed variables.
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Multivariate Analysis of Variance (MANOVA)

• MANOVA is an extension of Analysis of Variance (ANOVA) that allows 
researchers to examine the effect of one or more independent 
variables on multiple dependent variables simultaneously. 

• This technique is useful when there are multiple response variables, 
and you want to see if the independent variable(s) have a joint effect 
on them.
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Covariance Matrix (Dispersion Matrix )

• In multivariate statistics, variance and covariance play a crucial role in 
understanding the relationships between multiple variables. These 
concepts are represented using the covariance matrix (dispersion 
matrix).

• The covariance matrix is a square matrix that contains the variances
of each variable along the diagonal and the covariances between the 
variables in the off-diagonal elements.
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Heatmap

• A heatmap is a graphical representation of a 2D matrix, where colors 
are used to represent data values.
• Darker colors indicate larger values, while lighter colors represent smaller 

values.
• The advantage of heatmaps is that they allow humans to quickly visualize 

data patterns.

• For example:
• In traffic analysis, heatmaps help distinguish between high-traffic and low-

traffic areas.
• In health data visualization, a heatmap can represent the relationship 

between patients’ weight and health status (e.g., X-axis: weight, Y-axis: 
patient count).
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Heatmap
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Covariance Matrix
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Pair Plot

• A pairplot, also known as a scatter matrix, is a visual technique used 
to analyze multivariate data. 

• It consists of multiple pairwise scatter plots that display relationships 
between different variables in a dataset. 

• The results are arranged in a matrix format, making it easy to identify 
patterns such as correlations between variables.

• By examining the pairplot, one can quickly observe trends, clusters, 
and relationships among variables.
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• In the example below, a random matrix with three columns is selected, and 
the relationships among these columns are visualized using a pairplot 
(scatter matrix), as shown in Figure:
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2.1.3 Essential Mathematics for Multivariate 
Data
• Machine learning relies on several mathematical concepts, including 

linear algebra, statistics, probability, and information theory. 

• This section explores key aspects of linear algebra and probability
that are fundamental to understanding multivariate data.
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Linear Algebra in Machine Learning

• Linear algebra is a crucial branch of mathematics widely used in 
scientific applications and other mathematical fields. 

• While all areas of mathematics contribute to machine learning, linear 
algebra plays a fundamental role as it provides the mathematical 
framework for working with linear equations, vectors, matrices, 
vector spaces, and transformations. 

• These structures form the foundation of machine learning, making it 
impossible to develop machine learning models without them.

• Now, let’s explore some essential concepts of linear algebra.
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1.Linear Systems and Gaussian Elimination for 
Multivariate Data

• This holds true if y is nonzero and A is an invertible (nonzero) matrix.
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1.Linear Systems and Gaussian Elimination for 
Multivariate Data
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Types of Solutions in a Linear System

1. If there is a unique solution, the system is called consistent 
independent.

2. If there are multiple solutions, the system is consistent dependent.

3. If there is no solution or the equations are contradictory, the 
system is inconsistent.
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Gaussian Elimination for Solving Large Systems of 
Equations

• Gaussian elimination is an efficient method used to solve large 
systems of equations. 

• The step-by-step procedure is as follows:
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1. Write the given matrix representing the system of equations.

2. Augment the matrix by appending vector y to A, forming an 
augmented matrix.

3. Perform row operations:
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4. Reduce the matrix to row echelon form.

5. Solve for unknown variables:

This process is known as back-substitution, and it efficiently finds solutions to systems of 
linear equations.



• To effectively apply the Gaussian elimination method, the following row 
operations are used:
• Swapping rows

• Multiplying or dividing a row by a constant

• Replacing a row by adding or subtracting a multiple of another row

• These operations help reduce a system of equations to its row echelon form, 
as demonstrated in the following example.
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Example : 
Solving a System Using Gaussian Elimination
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Solution:
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Matrix Decompositions

• In many cases, it is beneficial to decompose a matrix into its 
fundamental components to simplify complex matrix operations. 
These techniques are known as matrix factorization methods.

• One of the most widely used methods is Eigen decomposition, which 
reduces a matrix into its eigenvalues and eigenvectors. This 
decomposition is represented as:
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Matrix Decompositions
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LU Decomposition
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Example : Finding the LU Decomposition
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Conclusion

• Through Gaussian elimination, we decomposed matrix A into L and 
U, where L contains the multipliers used in elimination, and U is the 
transformed upper triangular matrix. 

• LU yield original Matrix A

• LU decomposition is widely used in solving linear systems, inverting 
matrices, and numerical computations.
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Feature Engineering and Dimensionality Reduction 
Techniques

• Feature engineering involves selecting important attributes (features) 
that enhance model performance in machine learning. It includes two 
main tasks:

• Feature Transformation – Creating new features from existing ones to 
improve performance (e.g., height and weight forming Body Mass 
Index - BMI).

• Feature Selection – Choosing the most relevant features while 
minimizing dataset size without compromising reliability.
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Feature Removal and Selection Techniques

Feature removal is based on two key aspects:

• Feature Relevancy – Some features contribute more to classification 
than others. Relevant features are determined using statistical 
measures like mutual information, correlation coefficients, and 
distance measures.

• Feature Redundancy – Redundant features provide duplicate 
information. For example, if a dataset includes "Date of Birth," the 
"Age" field becomes unnecessary since it can be derived, reducing 
dimensionality.
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Feature Selection Techniques

1. Stepwise Forward Selection

2. Stepwise Backward Elimination

3. Combined Approach

4. Principal Component Analysis (PCA)
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1. Stepwise Forward Selection

• Starts with an empty set of attributes.

• Iteratively adds attributes that improve statistical significance.

• Process continues until an optimal subset of features is selected.
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2. Stepwise Backward Elimination

1. Starts with a full set of attributes.

2. Iteratively removes the least significant attribute.

3. Process continues until an optimal subset is reached.
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3. Combined Approach

1. Uses both forward selection and backward elimination together.

2. Adds the best attribute while removing the worst attribute at each 
step.
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4. Principal Component Analysis (PCA)

1. Transforms the dataset into a new set of compact and informative
features.

2. Reduces dimensionality by eliminating redundant information.

3. Ensures new features contain maximum variance from the original 
data.
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x – m = [x1,x2] = 
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Determining Eigen Values and Eigen Vectors.
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Principal Component Analysis (PCA)

Concept of PCA

• PCA is used to transform a dataset into a lower-dimensional 
representation while preserving the most important variance.

• It relies on the mean vector and covariance matrix to determine 
principal components.
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Principal Component Analysis (PCA) and Transformation 
of Random Vectors
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Steps in the PCA Algorithm:
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Importance of PCA and Scree Plot

• PCA effectively eliminates irrelevant attributes while preserving data 
structure. If required, the original data can be reconstructed without 
loss.

• A Scree Plot is a visualization technique used to identify important 
components. It displays eigenvalues against their corresponding 
principal components to determine which components contribute 
most to variance.

• From the example scree plot (Figure ), it is evident that only 6 out of 
246 attributes are significant, with the first attribute being the most 
important.
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Machine Learning and the Importance of 
Probability and Statistics
• Machine learning is deeply connected to statistics and probability. 

Statistics is the heart of data analysis and it is used for , 
understanding and interpreting data.

• Probability plays a crucial role in machine learning as well. Any 
dataset can be assumed to be generated using appropriate single or  
multiple probability distributions.

Dr.Thyagaraju G S, Professor and HoD, Department of CSE, SDM 
Institute Of Technology,Ujire-574240. Source Book : S. Sridhar, 

M Vijayalakshmi “Machine Learning”. Oxford, 2021



The Role of Probability and Statistics in 
Machine Learning
• Hypothesis testing

• Model building and Model Evaluation

• Sampling theory is crucial for creating datasets and ensuring robust 
model performance.
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Probability Distributions and its Types

• A probability distribution describes the likelihood of different 
outcomes for a given random variable (e.g., X). 

Probability distributions are classified into two main types:

1. Continuous Probability Distribution

2. Discrete Probability Distribution

Dr.Thyagaraju G S, Professor and HoD, Department of CSE, SDM 
Institute Of Technology,Ujire-574240. Source Book : S. Sridhar, 

M Vijayalakshmi “Machine Learning”. Oxford, 2021



PDF and CDF

Continuous Probability Distribution is characterized by:

• Probability Density Function (PDF): Determines the probability of a 
specific outcome occurring. 

• Cumulative Distribution Function (CDF): Computes the probability 
that a variable takes on a value less than or equal to a given point.
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Common Continuous Probability Distributions 
in Machine Learning

1. Normal Distribution (Gaussian)

2. Rectangular Distribution (Uniform)

3. Exponential Distribution
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Common Continuous Probability Distributions
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Common Discrete Probability Distributions
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1. Normal Distribution

• The normal distribution, also 
known as the Gaussian 
distribution or bell-shaped 
curve, is a widely used 
continuous probability 
distribution. 

• Many real-world phenomena, 
such as heights of individuals, 
blood pressure, and exam 
scores, follow a normal 
distribution.
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1. Normal Distribution
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Z-Score and Normalization
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Checking for Normality

• Many statistical tests assume that data follows a normal distribution. 
To verify this, normality tests such as the Q-Q plot can be used. 

• In a Q-Q plot, if data follows a normal distribution, the plot will align 
closely with a straight diagonal line.
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2. Rectangular Distribution (Uniform 
Distribution)
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3. Exponential Distribution

• The exponential distribution is a continuous 
probability distribution used to model the time 
between events in a Poisson process and 
special case of  the Gamma distribution with a 
shape parameter of 1. 

• This distribution is widely applied in fields such 
as queueing theory, reliability analysis, and 
survival modeling.

• The exponential distribution is particularly 
useful in modeling waiting times or time until 
an event occurs.
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3. Exponential Distribution
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Discrete Distributions

1. Binomial, 

2. Poisson, and 

3. Bernoulli distributions
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1. Binomial Distribution

• The binomial distribution is frequently encountered in machine 
learning. It represents experiments with only two possible outcomes: 
success or failure. This distribution is also known as the Bernoulli 
trial.

• The purpose of the binomial distribution is to determine the 
probability of obtaining exactly k successes in n trials. The probability 
of achieving k successes from n trials is given by the binomial 
coefficient:
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2. Poisson Distribution

• The Poisson distribution is another important probability 
distribution. It models the probability of a given number of events 
occurring within a fixed time interval. 

• The key parameter, λ (lambda), represents the mean number of 
occurrences over the interval.
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Some practical applications of the Poisson 
distribution include:

• Modeling the number of emails received per hour,

• Estimating customer arrivals at a shop,

• Counting the number of phone calls received at an office.
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3. Bernoulli Distribution

• The Bernoulli distribution models experiments with a binary
outcome (i.e., either success or failure). 

• The probability of success is p, while the probability of failure is 1 - p.
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3. Bernoulli Distribution
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Density Estimation

• Density estimation involves determining the probability distribution 
of a dataset based on observed values. Given a set of observed values 
x₁, x₂, ..., xₙ from a larger dataset with an unknown distribution, 
density estimation aims to approximate the underlying distribution.

• The estimated density function, denoted as p(x), can be used to 
evaluate the probability of any unknown data point x. 

• If p(x) is lower than a predefined threshold ε, then x is likely an 
anomaly or outlier. 

• Otherwise, x is considered normal. This concept is often used in 
anomaly detection.
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There are two primary methods for density 
estimation:
• Parametric Density Estimation

• Non-Parametric Density Estimation
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Parametric Density Estimation

• This method assumes that the data follows a known probability 
distribution. 

• The density function can be expressed as p(x | Θ), where Θ
represents the parameters of the distribution. 

• A widely used parametric method is Maximum Likelihood Estimation 
(MLE).
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Maximum Likelihood Estimation (MLE)

• Maximum Likelihood Estimation (MLE) is a probabilistic framework 
used for density estimation. It involves defining a likelihood function, 
which represents the probability of observing the given data under a 
particular distribution with specific parameters.

• For instance, if we have a set of observations X = {x₁, x₂, ..., xₙ}, 
density estimation involves selecting a probability density function 
(PDF) with suitable parameters to model the data. MLE formulates 
this as an optimization problem, aiming to maximize the likelihood of 
observing X given the parameters Θ.
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Maximum Likelihood Estimation (MLE)

• Mathematically, the likelihood function is expressed as:
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Maximum Likelihood Estimation (MLE)
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Relevance of MLE in Machine Learning

• MLE plays a crucial role in predictive modeling within machine 
learning. It is particularly relevant to regression problems, which are 
often solved using the least-squares approach.

• From the MLE perspective, if a regression model is framed as 
predicting y given x, then the MLE framework can be applied as:

• where g(y | x, h) represents the conditional probability of y given x
with model parameters h.
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Module 2.2: Basic Learning Theory

1. Design of Learning System, 

2. Introduction to Concept of Learning, 

3. Modelling in Machine Learning.
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End of Module2
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