
Three Basic Algorithms

1. Linear Regression

2. KNN

3. K Means



1. Linear Regression Algorithm

1. Collect Data: Gather data for the dependent and independent variables.

2. Visualize Data: Plot the data to see if there is an apparent linear relationship.

3. Fit the Model: Use the least squares method to find the best-fitting line.

4. Evaluate the Model: Check how well the line fits the data using metrics like 
Mean Squared Error (MSE).

5. Make Predictions: Use the fitted model to make predictions on new data.



Example1:

• Suppose you run a social networking site that charges a monthly 
subscription fee of $25, and that this is your only source of revenue. 

• Each month you collect data and count your number of users and total 
revenue. You’ve done this daily over the course of two years, recording it 
all in a spreadsheet. You could express this data as a series of points. 
Here are the first four:

• S={(x,y)=(1,25),(10,250),(100,2500),(200,5000)}



Equation to represent the relationship of x and y

𝑦=25𝑥

x y

1 25

10 250

100 2500

200 5000



Deduce this mentally and identify the following:

• There’s a linear pattern.

• The coefficient relating 𝑥 and 𝑦 is 25.

• The relationship seems 
deterministic.



Example2: Sample 
Data and Plot:

new_friends
time_spent 
(seconds)

7 276

3 43

4 82

6 136

10 417

9 269





Which Line is the best fit?

• Assuming a Linear Relationship: 
• Start with the assumption: 𝑦=𝛽0+𝛽1𝑥 ,  
• 𝛽0 and 𝛽1 represent the intercept and slope, respectively

• Estimate the parameters (𝛽0 and 𝛽1) using observed data 
pairs: 
• (𝑥1,𝑦1),(𝑥2,𝑦2),...,(𝑥𝑛,𝑦𝑛).



Linear model in matrix notation

• Express the linear model in matrix notation: 𝑦=𝑥⋅𝛽. 

• 𝑥 is the matrix of input variables, and 𝛽 is the parameter 
vector.

In this example:

•𝑦1=5, 𝑦2=7, and 𝑦3=11 are the observed values of the dependent variable.

•𝑥1=2, 𝑥2=3, and 𝑥3=5 are the values of the independent variable.
•𝛽0 is the intercept and β1 is the slope of the linear 



Fitting the model

• By applying least squares estimation, Linear regression seeks to find the line 
that minimizes the sum of the squares of the vertical distances between the 
approximated or predicted 𝑦𝑖

^ s and the observed 𝑦𝑖 s.

• To find this line, you define the "residual sum of squares" (RSS), denoted as:

• RSS(𝛽) = σ𝒊 𝒚𝒊 − 𝜷𝒙𝒊
2 

• where i ranges over the various data points. 





Evaluation metrics

• R-squared (𝑅2)  : 𝑅2 measures the proportion of the variance in the 
dependent variable that is predictable from the independent variable(s).

• 𝑅2 ranges from 0 to 1. A higher 𝑅2 value indicates a better fit of the model 
to the data. 



Evaluation metrics

• p-values: The p-value tests 
the null hypothesis that a 
coefficient (β) is equal to 
zero (no effect).  

• A low p-value (< 0.05)
indicates that you can 
reject the null hypothesis, 
meaning the coefficient is 
significantly different from 
zero.



Example R Code for the Sample Data

new_friends
time_spent 
(seconds)

7 276

3 43

4 82

6 136

10 417

9 269









2. KNN Algorithm

• The K-Nearest Neighbors (KNN) algorithm is a simple, supervised 
machine learning algorithm that can be used for both classification 
and regression tasks. 

• It works based on the principle that similar data points (neighbors) 
are likely to have similar outcomes.



2. KNN Algorithm

1. Data Preparation: Collect and prepare the dataset, ensuring it's in a suitable
format for analysis.

2. Choosing K: Select the number of neighbors (K) to consider for making
predictions.

3. Distance Calculation: For a given data point that needs to be classified or
predicted, calculate the distance between this point and all other points in the
dataset. Common distance metrics include Euclidean, Manhattan, and
Minkowski distances.

4. Identify Neighbors: Identify the K closest data points (neighbors) to the data
point in question.

5. Voting/Prediction:
• Classification: The class with the majority among the K neighbors is assigned

to the data point.
• Regression: The average value of the K neighbors is assigned to the data point.



Key Points:

• Distance Metrics: Euclidean distance is most common, but other 
metrics can be used depending on the problem.

• Choosing K: The value of K can significantly impact the algorithm's 
performance. A common approach is to use cross-validation to find 
the optimal K.

• Data Scaling: KNN is sensitive to the scale of the data. It’s important 
to normalize or standardize the data before applying KNN.



Example Data Set:
X1 X2 Label

1 2 A

2 3 A

3 3 B

6 5 B

7 8 B

8 8 A

We want to predict the label of a new point (4, 4) using KNN with K=3.



Step-by-Step Example:

We want to predict the label of a new point (4, 4) using KNN with K=3



Step-by-Step Example:



Implementation in Python:



Implementation in Python:



Implementation in R Program



KNN Applications

• 1. Image Classification

• 2. Recommendation Systems

• 3. Medical Diagnosis

• 4. Fraud Detection

• 5. Customer Segmentation




