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sensors

percepts

actions

effectors
Sources: (Pattie Maes, MI'T Media Lab) , (Artificial
Novig),
Types of Agent s
Agent Type Description

Simple Reflex Agents

Select actions based on the current percept, without considering the
history of past percepts.

Model -Based Reflex
Agents

Maintain an internal model of the world, considering the history of
percepts for decision-making.

Goal-Based Agents

Designed to achieve specific objectives, using internal goals to
determine actions.

Utility -Based Agents

Evaluate actions based on a utility function, quantifying the
desirability of different outcomes.

Learning Agents

Improve performance over time through learning from experience.

Logical Agents

Use logical reasoning for decisiorr-making in environments with
explicit knowledge representation.

Reactive Agents

Select actions based on the current situation, suitable for reaktime,
dynamic environments.

Deliberative Agents

Consider multiple possible actions, consequences, and plan ahead to
achieve goals thoughtfully.

Mobile Agents

Have the ability to move through the environment, commonly used
in robotics and autonomous systems.

Collaborative Agents

Work together, communi cate, and coordinate actions to achieve
common goals.

Rational Agents

Make decisions that maximize expected utility, aiming for the best
outcome given knowledge and goals.
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21Agent

I n the coahextgeant Ak, a styhsate mp eorrc ep rvc
environment through sensors, makes dec
goal s, and is capabl e of autonomy. Age
virtual entities |i ke software prograr
-(Artificial | motdeelrIni cAgompae:ach My Stuart Russell and
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22Probl em Solving Agent s

Probl em Soliwi nag tAygpeen tionft eglolailgemas eadg e n't

I ntelligence amnladaty siest udaetsiiognn,e d dteont i fy
then take actions to actiesvgnetdose god
solve complex problems or tasks in it:
I n the city of Arad, Romani a, an agen
measure with various goals, such as in
sights, and avoiding hangovers. The ¢
tradeof fs kanadn agd wisd eshooHowever, I f t he
ticket to fly out of Bucharest the ne:
the goal of reaching Bucharest. This

not | eading tosBeghrndedt Gaal bfeordmul a1
probdeelnvi ng, hbeel hpaswb iyoorugraamn awi ng down ob

on the current situation and the agent

[ ] Oradea

75

Arad L

118

1 Timisoara

Pitesti

[ Hirsova

| | Mehadia Urziceni

75 86

Drobeta |

Bucharest

A L Eforie
Craiova [] Giurgiu

Figure 3.2 A simplified road map of part of Romania.
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22. Pt eps foll owed by Problem S

Pr obd @lmaigegqnt s foll ow a series of steps:s
goal s, and take actions to achieve tF
probdelnvi ng agents are:

1 PerceptGatnher i nformation about ¢t he
t hr oaagdhorss or perceptual mechani s ms

2.Goal FormuDeaeftiimem t he objectives or
to achieve. This involves specifyir

given situation.

3. Probl em Far fwlhavteirant he vhigoue go@ail an
probl em. This step defines the <cur
possi ble actions that <can be taken
desired state.

4 SearkExpl ore possible sequences of a

f orantue d probl em. Thi s il nvol ves CoOrl
evaluating their feasibility and de
5.Action SeClkeacodosenthe best sequence o0
of the search. The selected ad¢tions
state to the desired state.

6 .E X ut ilonpl ement the chosen actions
i nteracting with the environment an
actions wusing actuators.

7. Learning (IOpt someal )ccas®s$s vi mpg olalgemt -
i ncorporate | earning mechanisms to
Learning can be based on feedback
consequences of past actions.

8. Feedback and I lft grheettigodhaull d yaraee hine v e ¢
environment changes, the agent may
solving process. This involves revi
and problem formulation steps to ad

LIJTo
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Hence, wes ternmgpil gpohyt dbao mwh a d e sedrame weoxd

for the agent, i1l lustrated in Figure :
corresponding problem, the agent init.i
Subsequentl y, tshoel uatgieonnt' sf ogluliodwasn cteh ef or

the recommendesliuanlelxyt ssttaerptsi ng wi th th
sequéaaccek removing each completed step
I mpl emented, the agent proceeds to for

function SIMPLE-PROBLEM-SOLVING-AGENT( percept) returns an action
persistent: seq, an action sequence, initially empty
state, some description of the current world state
goal, a goal, initially null
problem, a problem formulation

state «+— UPDATE-STATE(state, percept)
if seq is empty then
goal < FORMULATE-GOAL(state)
problem «+— FORMULATE-PROBLEM(state, goal)
seq < SEARCH( problem)
if seq = failure then return a null action
action +— FIRST(seq)
seq < REST(seq)
return action

Figure 3.1 A simple problem-solving agent. It first formulates a goal and a problem,
searches for a sequence of actions that would solve the problem, and then executes the actions
one at a time. When this is complete, it formulates another goal and starts over.

22. We | | DefinaadPiSobluéeé m® ns

A problem can be defined formally by f
1. State RepreBEeatmpasswes the initial
begins I s | wirmd | grmmur ney, represen
“' n( Ar"ad)

2. Actiaonnds Appl:i cDebsiclriitbyes t he set of p
to the agent in a given state, deno

st dtng Ar aappl i cabl e GaqtSiidns) j nGlofde
Go(Zerind)}.

3. Transiti:ocSpeMdodelessedadgweences of act.i
transition model, represented by th
the state resulting from performin
RESULT( Arad), Go(Zerind))=In(Zerind)

IRE )
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4 .Goal Speci fi:caldfohna eagnoda ITessttat e or st
a test to determine whether a giver
the example, the goal i{sl nr(eBpurcehsae retsd

5.Cost Fukocioompsasses both the paath c
numeri c cost to each pad(hsNayhgl,chhe
represents the atos st at e é askljh nTghtea tceoi so

functions play a cruci al role I n ev
of the a@ent's solutio
Thefsieve commpdrnercttd vely provide a c¢omgp
problem and serveodsviingpuwuttgotrotmmebl| &
problem is an action sequence that | ec
the specified dealguadndiyt iodn g ,h ewistol utt
the assigned cost s.

22. Bor mul ating Probl ems

The previous section introduced a pro
il nvolving the initial state, actions,
However, this formulationwosl da theor et
The chadgendescription, such as "I n(Ar
of a-commssy trip, excluding factors |
and weather. This simplification, Knov
I n addition tbeabattaohsngpusheabsa be
Il nstance, i nvolves numerous &effects L
consumpti on, fuel usage, and pol | uti
considers | ocation changed,heomiatdtiion g re
down for | aw enforcement .

Determining the appropriate | evel of
states and actions correspond to | arge
A valid abstraction aslollaws oeaspamdiong e
abstraction is wuseful I f executing al
probl em, ensuring they can be carried
by an average agent. Constvest irnegnoe fi
unnecessary details while maintaining
Wit hout this ability, intelligent agen
of the real worl d.
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23 Exam@Plreobl €ong : pr ob | Rando ralnd
Probl ems

The p rsoobl I vei nm g met hodol ogy has found
environment s, encompassing a broad ra
scenari os :i nttaoy tpmoo ktiyepmedsda mpd orbe &Ims

A toy pirobldemi gned t o showoasel pvo niglt a
techniques, featuring a precise and c
researchers to use it for comparing al
On the odahewamhlachdpirobbee t hat hol ds ¢
peopl e,a lsaicnkgilneg undupensallsgragteed. H c
provide a gener al sense of their for mt

23. Toy Probl ems

23. 1VAcuum FMooblde m:

The problem can be formalized as f ol c

1 StafT@e: state is defined by the agen

i n specific | ocations. The agent C
potentially containing dirt. Consedqg
(2 T 2~2). For athl amr glegc atnivd mso,n meme

2" "n states.

21 nitial Ay agteate can serve as the i
3. Actitonsn this wuncomplicated environ
actions: Left, Ri ght , and Suck. Mo r

I ncl uared Upown.
4 Transiti:omMcmadeals produce expected e

where moving Left in the | eftmost s

sqguar e, and Sucking I n a cl ean S

comprehensive stiant eFisguacce 3i.s3.depi ct

5.Goal: tElkits assesses whether all squ

6. Path: ceBath step i ncurs a cost of 1,

the number of steps taken in the pa
LIFr®
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Figure 3.3  The state space for the vacuum world. Links denote actions: L = Lefi, R =
Right, S = Suck.

23. 1Ei2ght :Puzzl e

Thepwzzl e, illusteatedesnaF8p8rko&8rd, w
tiles and an empty space. Tiles adj ac:¢
the goal i's to achieve a specified co
the figure. The stanmdadfdl|lflowmul ati on i

1. St alAest ate description indicates the
the empty space within the nine squa

2.1 nitianystsdtag:e can be designated as

3 Actilomsiits simplest form, actions ar ¢

spadadceft, Ri ght , Up, or Down. Di ffer
possi ble based on the current | ocati
4 TransititorGimedela state ma@adumansatcheomn
state. For instance, applying Left t
switch the positions of the 5 and th
5.Goal Tthast .checks if the state aligns
shown i n Firgugroeal3 .cdo.nfQOtghuer ati ons ar e
6 .Pat h Ecaocsht :step i ncurs a cost of 1, ma
number of steps taken in the path.
IRE Yo
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The abstraction in this formulation i
are absorabeed fundédmemnt al RmgWweédne rutps
depending on the position of the empt)

7 2 + 1 2
5 6 3 4 5
8 3 1 6 7 8
Start State Goal State
Figure 3.4 A typical instance of the 8-puzzle.

23. 1Ei2gQute ePrsob | e m:

The goalguefensher®blem is to place eig
t hat No queen agueaerk sa tatnayc kost haeerry fdiAe c
column or diagonal .) Figure 3.5 shows
i n the rightmost column is attacked b\

1. Stathey: arrangement of O ttoed8 queer

20nitialNetaqoueens on the board.

3. ActiAchd:a queen to any empty squar

4 Transi ti:onRanouwrens the board with

speci fied square.

5.Goal 8t egsutecens are on the board, no
LJIsb
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23. 1.8t M s Sequences

N

The probl enmnsdeffoilniotwison i s

1. StatPesitive number s.

20 nitialdstate

3.Acti Appty factorial, sqguare root,
I ntegers only).

4 Transiti:onAsmogdeVven by the mat hemat
operations.

5.Goal: tetsate i s the desired positive

23. Real Ti me Probl ems

1. Route Finding Problem

2. Touring Problem

3. Traveling Salesperson Probl em

4 VLSI Layout

5.Robot Navigation

Consi chermr ltime travel probl ems-ptl matni muwys |
Welsi:t e

1 .St attmexc:h state obviously includes a
current ti me. Further more, because t
may depend on previous segment s, t h

domestic ort hientsetrantaet inounsatl ,r ecord extr
fhi st arsipceaclt s .

InitialTkitaties sp®Bcglueeg. by the user
B Actirtomsake any flight from the curren
after the current t i met-ail repaovritn gt reanmos
needed.

4 Transiti:onThheodsettate resulting from t
flisghdesti nati on as the&cuwurmrerwtal |l dag ant
current ti me.

5.Goal: tkerse we at t he efd nbayl tdhees tuisneart? or

N
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6. Path: coits depends on monetary cost,
and i mmigration procedures, seat g u
freqgfuleynwgr mil eage awards, and so on.
24Searching for Solutions
ATh®EARCH TRBEIi bl e action sequences
form a search tree with tbhreanenhietsi al
actiaonnds ntodeeer r espond to states 1in

prohl em
AExpandhaegcurreinig se adfe
t hemgemheratmewy set of

lag@galy acti on

state.

[] Oradea

75

Arad L]

118

] Timisoara

[ ] Mehadia

75
Drobeta []

Craiova ] Giurgiu

L] Hirsova
Urziceni
86

Eforie

Figure 3.2 A simplified road map of part of Romania.
Partial search trees for fTeBndsenghawnoli
foll owing figures. Il nitially the sear
AT ad
(a) The initial state
LJ3vidm
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The set of al/l | eaf nodespoawndi liablcelfl
frontAead node has froentiired} {EXSp @n i, orn
wi | | be done from |l eft to right.

(b) After expanding Arad

gure the | eft mos

I n the fo i
t o reach the Goal [

owi ng f
expl ore t

|1
he path

(c) After expanding Sibiu

But after expanding Sibiubt,aitnheed f:o0l{lA
Fagar as, Or adea, Ri mi ncu Vilcea} : Si
continues from Fagaras.

Gener al Pseudocode for Tree Search 1 s

function TREE-SEARCH( problem) returns a solution, or failure
initialize the frontier using the initial state of problem
loop do
if the frontier is empty then return failure
choose a leaf node and remove it from the frontier
if the node contains a goal state then return the corresponding solution
expand the chosen node, adding the resulting nodes to the frontier

Gener al Pseudocode for Graph Search i s

LJ3vdu
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function GRAPH-SEARCH( problem) returns a solution, or failure

initialize the frontier using the initial state of problem

initialize the explored set to be empty

loop do
if the frontier is empty then return failure
choose a leaf node and remove it from the frontier
if the node contains a goal state then return the corresponding solution
add the node to the explored set
expand the chosen node, adding the resulting nodes to the frontier

only if not in the frontier or explored set

Fol lgopwliingure il lustrates the snapshots
by a graph search on the Romania prob

Bucharest) .

Figure 3.8 A sequence of search trees generated by a graph search on the Romania prob-
lem of Figure 3.2. At each stage, we have extended each path by one step. Notice that at the
third stage, the northernmost city (Oradea) has become a dead end: both of its successors are
already explored via other paths.

Foll owing figure illustrates the separ
a rectangul ar grid probl em:

+i i

(a) (b) (©)

Figure 3.9  The separation property of GRAPH-SEARCH, illustrated on a rectangular-grid
problem. The frontier (white nodes) always separates the explored region of the state space
(black nodes) from the unexplored region (gray nodes). In (a), just the root has been ex-
panded. In (b), one leaf node has been expanded. In (c), the remaining successors of the root
have been expanded in clockwise order.
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241l nfrastructure for search algor

Search algorithms require a data str ucd

being constructed.

For reacenfnthe tree, we have a structur
An. STATEhe state in the state space
An PARENT he node in the search tree
An. ACT!1 ONhe action that was applied
An. PATEBST the cost, traditionally de

the initial statetthe tplaeg emdd e,0i and eir

ACTION = Right
PATH-COST =6

Figure 3.10  Nodes are the data structures from which the search tree is constructed. Each
has a parent, a state, and various bookkeeping fields. Arrows point from child to parent.

Foll owing figure i1illustrates the geneil
tree:
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